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This article critically examines the impact of Artificial Intelligence on commercial
practices and adhesion contracts within the context of a globalised consumer society
characterised by a high degree of risk. It explores how Al is employed by economic
operators to influence consumer behaviour through personalised marketing strategies and
automated contract formation, often amplifying unfair commercial practices. This
scenatio challenges the classical foundations of consumer law, particularly regarding the
protection of contractual will and the fulfilment of communication and information
duties.

The analysis extends to the legal implications of contracting through autonomous
Artificial Intelligence systems, questioning the applicability of traditional legal regimes to
non-human declarations of intent. Civil liability for damages caused by acts involving
Artificial Intelligence is also addressed, acknowledging the emerging need for normative
reform to ensure contractual transparency, integrity in commercial practices, and the
protection of consumer rights. The discussion is grounded in both national and European
legislation, with particular emphasis on recent regulations applicable to artificial
intelligence and defective product liability, as well as a critical review of relevant doctrinal
contributions.

O presente artigo analisa criticamente o impacto da Inteligéncia Artificial nas praticas
comerciais e nos contratos de adesdo, no contexto de uma sociedade de consumo
globalizada e caracterizada por um elevado grau de risco. Examina-se o modo como a
Inteligéncia Artificial ¢é utilizada pelos operadores econémicos para influenciar o
comportamento dos consumidores, através de estratégias de marketing personalizadas e
automatizagao contratual, frequentemente potenciando praticas comerciais desleais. Esta
realidade desafia os fundamentos classicos do direito do consumo, designadamente no
que respeita a protegio da vontade negocial e ao cumprimento dos deveres de
comunicagio e informacio.

A reflexdo estende-se as implicagdes juridicas da contratacao através de sistemas
auténomos de Inteligéncia Artificial, questionando a aplicabilidade dos regimes legais
tradicionais a declaragbes negociais nio humanas. Analisa-se, ainda, a responsabilidade
civil pelos danos causados por atos cometidos com recurso a Inteligéncia Artificial,
percebendo-se a necessidade de uma revisio normativa que garanta a transparéncia
contratual, a integridade das praticas comerciais e a salvaguarda dos direitos dos
consumidores. A abordagem assenta em legislacao nacional e europeia, com particular
destaque para os mais recentes regulamentos aplicaveis a inteligéncia artificial e a
responsabilidade por produtos defeituosos, bem como na analise critica de diversas obras
doutrinarias.
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Introdugio

Vivemos numa sociedade globalizada, marcada pela
massificacio das relagdes comerciais e pela velocidade na
celebragio de contratos, na qual se destaca o papel
preponderante das praticas publicitarias e de marketing.
Citando Vendrame Pereira e Teixeira! “se antes a interacao
entre homem e maquina somente era vislumbrada nas
obras de fic¢ao cientifica, hoje podemos afirmar que a vida
passou a imitar a arte. Aquilo que antes parecia uma
realidade distante sendo impossivel, comegou a integrar o
cotidiano trazendo situagdes juridicas que necessitam de
analise cuidadosa”.

O recurso a Inteligéncia Artificial, quer no marketing e
publicidade, quer na elaboracio e celebragio dos contratos
de adesio, é uma realidade.

Como salienta, Juliana O. Domingues, ¢ a/ 2, “a
inteligéncia artificial tem um papel crucial nas relagoes
consumeristas”.

Importa, pois, refletir sobre os multiplos impactos que a
Inteligéncia Artificial introduz no dominio das praticas

comerciais e contratuais.

! Domingues, Juliana Oliveira, et al, Inteligéncia Artificial nas
Relacoes de Consumo: Reflexdes a luz do histérico recente
Juliana Oliveira Domingues (2021), pagina 5, acessivel em
<https:/ /www.direitorp.usp.br/wp-
content/uploads/2021/11/Al-nas-Relacoes-de-
consumo_FINAL.pdf>. Ainda segundo estes autores: A
“utilizaciio de aparelhos robéticos para interagio direta com o
cliente é capaz de agilizar processos massificados de resposta ao
cliente, a0 mesmo tempo em que se diminui os custos do
atendimento. Isso se torna particularmente relevante
considerando a necessidade de alguns setores de manter o
atendimento 24 (vinte e quatro) horas para os clientes, o que
torna o servico mais caro

2 Domingues, Juliana Oliveira, ¢ a/, Inteligéncia Artificial nas
Relacoes de Consumo: Reflexdes 2 luz do histérico recente
Juliana Oliveira Domingues (2021), pagina 5, acessivel em
<https://www.direitorp.usp.br/wp-
content/uploads/2021/11/Al-nas-Relacoes-de-
consumo_FINAL.pdf>. Ainda segundo estes autores: A
“utilizagao de aparelhos robdticos para interagao direta com o
cliente é capaz de agilizar processos massificados de resposta ao
cliente, a0 mesmo tempo em que se diminui os custos do
atendimento. Isso se torna particularmente relevante
considerando a necessidade de alguns setores de manter o
atendimento 24 (vinte e quatro) horas para os clientes, o que
torna o setvico mais caro”.

Este trabalho centrar-se-4 na analise ctitica da utiliza¢do da
Inteligéncia  Artificial nas praticas de marketing,
publicidade e nos contratos de adesio, bem como nas
consequéncias juridicas dai decorrentes, nomeadamente
no ambito da responsabilidade civil.

Procuraremos, assim, enquadrar estes fenémenos na
sociedade de consumo contemporinea, caracterizada por

Ulrich Beck? como sendo a “sociedade de risco”.

1. Sociedade de consumo, uma sociedade de risco.

A evolugio econémica e social intensificou o surgimento
de novas necessidades que os operadores econdémicos
procuram satisfazer. Contudo, muitas destas necessidades
nio passam de meras artificialidades* habilmente
induzidas pelos operadores econdmicos, através de
estratégias de marketing e publicidade que estimulam o
desejo de consumo.

Esta criacio deliberada de necessidades inscreve-se no seio
de uma sociedade de consumo que, segundo Silva Dias?,
nao apenas responde a exigéncias humanas pré-existentes,

mas “cria ela propria em larga escala essas necessidades,

3 Ulrich beck, 1986, Risikagesellschaft. Auf dem Weg in eine andere
Moderne, ed. Suhrkamp, Frankfurt, Apud Dias, Augusto Silva,
2001, in Protecgdo Juridico Penal de Interesses dos Consumidores, Edi¢ao
policopiada, das “licbes” ao curso de pos-graduagio em direito
penal econémico e europeu, Faculdade de Direito de Coimbra.
Coimbra, pag. 1.

4 A este propésito ¢ esclarecedor Dias, Augusto Silva, 2001, in
Proteccio  Juridico Penal de  Interesses dos  Consumidores, edi¢ao
policopiada, das “licdes” ao curso de pos-graduagio em direito
penal econémico e europeu, Faculdade de Direito de Coimbra.
Coimbra, pag. 10. Também a este proposito Monte, Mario
Ferreira, 1996, in Da Proteccio Penal do Consumidor-: O problema da
(des)criminalizacio no inci ao consumo. Coimbra: Almedina,
pag. 17, quando refere “outras, ainda, sao criadas e promovidas
artificialmente por meios técnicos, em virtude do realce que é
conferido 2 utilidade de certos bens ou servicos”.

Silva, Calvao, 1990, in Responsabilidade Civil do Produtor. Coimbra:
Almedina, pp. 34 e 35, usa a expressao “criando necessidades nao
raro artificiais”. Segundo este autor, “assiste-se ao surgimento da
chamada sociedade de consumo, na qual a populagao tem ao seu
dispor bens que, no dizer de alguns, excedem as suas reais
necessidades”.

5 Dias, Augusto Silva, 2001, in Protecgao Juridico Penal de Interesses
dos Consumidores, edi¢io policopiada, das “li¢bes” ao curso de pos-
graduagdo em direito penal econémico e europeu, Faculdade de
Direito de Coimbra. Coimbra.
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transformando o consumidor de sujeito em objecto
manipulavel”.

Na esteira de Calvao da Silva®, “com propriedade se pode
falar, doravante, em face de nova e sofisticada estratégia
de dirigir, comandar ou mesmo manipular o
comportamento e preferéncias do consumidor, mais em
“soberania da produgdao” do que em “soberania do
consumo” ou do consumidor “rei do sistema” pois aquela,
visando a sua propria expansao — expansio continua e

estandardizada - , nio atende as reais necessidades do

)
consumidor e exige uma massifica¢io ou “socializa¢ao” do
consumo, um consumo destinado a multidoes”.

A sedugio do consumo incessante promove um estado de
encantamento coletivo, uma espécie de “canto da sereia”
que obscurece a capacidade critica dos individuos. Neste
contexto, a distingdo entre necessidade genuina e desejo
induzido torna-se cada vez mais ténue, refor¢cando o poder
dos operadores econdémicos sobre as decisGes dos
consumidores.

Nio surpreende, portanto, que, como trefere Ulrich Beck,
“estar em risco € a caracteristica mais importante da humanidade no
intcio do século XXI"7.

Quanto maior é o desenvolvimento cientifico e
tecnologico alcancado, maior é a rapidez com que sdo
criados esses novos tiscos®.

Recorrendo-se a técnicas de marketing e publicidade (por
vezes, agressivas) e lancando mao de contratos celebrados
a distancia e contratos de adesao, elaborados com recurso
a clausulas contratuais gerais que, como ensinam Almeida
Costa e Menezes Cordeiro?, “estendem-se aos dominios

mais diversos” e que “favorecem o dinamismo do trafico

6 Silva, Calvao, 1990, in Responsabilidade Civil do Produtor.
Coimbra: Almedina, pagina 35.

7 Ulrich Beck, “Living in the World Risk Society”. Conferéncia
proferida pelo autor na L.ondon School of Economics, a 15 de
Fevereiro de 20006.

8 Na sociedade de risco, os perigos nao sao mais localizados ou
isolaveis; assumem antes uma dimensao global, transgeracional e
transfronteiri¢a. A prépria aceleragio do progresso cientifico e
tecnoldgico gera novos riscos, mais rapidos, mais difusos e mais
dificeis de controlar. A substituicio de uma economia orientada
para a producio durivel por uma economia baseada na
obsolescéncia programada e no consumo rapido intensifica esta
légica.

9 Costa, Matio Julio Almeida e Cordeiro, Anténio Menezes,
1995, Clausulas Contratuais Gerais, Anotacio ao Decreto-Lei N°
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juridico” permitindo rapidez na celebragio dos contratos,
os operadotes econémicos, em especial na contratagio a
distdncia, levam os consumidores a desejarem ¢ a
adquirirem com a rapidez de poucos cliques num teclado
de computador, os bens presentes no mercado.

Na esteita de Javier Alonso Rivas!® “o homem do
marketing concebe o consumo como fim de todas as
atividades econdémicas”, porque “j4 nio se trata de
satisfazer uma demanda insaciavel, como ha alguns anos,
mas de pressentir, em pouco tempo, que produtos vio
satisfazer o individuo e desenvolvé-los. Por isso, se
compreende que a andlise do consumidor tenha adquirido
importancia”.

O crédito surge como solugio para a insatisfagio
permanente gerada por este sistema. Quando o
consumidor nio tem meios para adquirir o bem que lhe ¢
proposto como indispensavel, sio-lhe facilitados
mecanismos de financiamento, perpetuando um ciclo de
consumo e endividamento. Ferreira Monte!l, sintetiza esta
dinamica ao afirmar que, na sociedade de consumo, o
homem consome, ndo porque tem necessidade de o fazer,
mas antes porque precisa de consumir. Dirfamos antes, porque
lhe ¢ “imposto”.

Concordamos com Faria Costa!? quando afirma que “o
grande e privilegiado centro da vida econdmica,
principalmente ja neste século, deixou de ser a pessoa
individual para passar a ser — e de que maneira — a

>

empresa”.

446/85, de 25 de Outubro, Almedina, Coimbta, pagina 10. Ainda
segundo estes autores, “‘as clausulas contratuais gerais
apresentem-se  “como algo necessario, que resulta— das

caracteristicas e amplitude das sociedades modernas”.

10 Conforme Alonso, Rivas, Javier, 1983, E/ Comportamiento del
Consumidor. Una Aproximacion Tedrica con Estudios Empiricos,
Instituto Nacional del Consumo, Apud Monte, Mario Ferreira, 1996,
in Da Proteceio Penal do Consumidor: O problema da (des)criminalizacio
0 incitamento ao consumo. Coimbra, Almedina, pagina 18, (n. 8).

1 Monte, Mario Ferreira, 1996, in Da Proteccao Penal do
Consumidor: O problema da (des)criminalizacao no  incitamento ao
consumo. Coimbra, Almedina, pag. 17, (n. 8).

12 Costa, José de Faria, 2003, in Direito Penal Econdmico. Coimbra:
Quarteto, pag. 49.
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A sociedade de consumo é uma sociedade de riscol3, os
quais, nas palavas de Silva Dias!4, “embora resultam de
decisdes humanas, surgem de um modo involuntario e
independente do pensamento humano”, nio sendo, por
isso, uma sua «opgao»'>, tornando-se transfronteiricos e
transgeracionais'® e acompanhando o processo de
globalizacaol”.

Em consonancia com Ulrich Beck'$, o que distingue os
riscos da sociedade tradicional (e até os da primeira
modernidade) face aos associados a contemporaneidade ¢
o seu alcance.

E, pois, acertada a afirmacio de Henrique Gaspar!?,
quando diz que “o consumo constituird, potencialmente,
a principal fonte geradora de conflitos”. O dominio das

relagdes juridicas de consumo, em especial o da

13 Ulrich beck, 1986, Risikagesellschaft. Auf dem Weg in cine andere
Moderne, ed. Suhrkamp, Frankfurt, Apud Dias, Augusto Silva,
2001, in Protecgao Juridico Penal de Interesses dos Consumidores, Edigao
policopiada, das “licbes” ao curso de pds-graduacao em direito
penal econémico e europeu, Faculdade de Direito de Coimbra.
Coimbra, pag. 1.

14 Dias, Augusto Silva, 2001, in Proteccio Juridico Penal de Interesses
dos Consumidores, Edi¢ao policopiada, das “licdes” ao curso de
pés-graduacio em direito penal econémico e europeu, Faculdade
de Direito de Coimbra. Coimbra, pag. 4 ¢ 5.

15 Ulrich Beck, Apud DIAS, Augusto Silva, 2001, in Protecgio
Juridico Penal de Interesses dos Consumidores, Edi¢ao policopiada, das
“licbes” ao curso de pds-graduacao em direito penal econdémico
e europeu, Faculdade de Direito de Coimbra. Coimbra, pag. 4.

16 Dias, Augusto Silva, 2001, in Proteccao Juridico Penal de Interesses
dos Consumidores, Edi¢io policopiada, das “licbes” ao curso de
pos-graduagio em direito penal econémico e europeu, Faculdade
de Direito de Coimbra. Coimbra, pag. 4. Por sua vez, DIAS,
Jorge de Figueiredo, 2004, in Direito Penal, Questoes Fundamentais:
A Doutrina Geral do Crime, Parte Geral, Tomo 1. Coimbra:
Coimbra Editora, pag. 127, referindo-se a globalizagao, diz que
ela “Anuncia o fim desta sociedade e a sua substitui¢io por uma
sociedade exasperadamente tecnoldgica, massificada e global,
onde a ac¢do humana, as mais das vezes anénima, se revela
susceptivel de produzir riscos globais ou tendendo para tal,
susceptiveis de serem produzidos em Zempo € em /ugarlargamente
distanciados da ac¢do que os originou ou para eles contribuiu e
de poderem ter como consequéncia, pura e simplesmente, a
exctingdo da vida”.

Y7 Dias, Augusto Silva, 2001, in Proteccao Juridico Penal de Interesses
dos Consumidores, Edi¢io policopiada, das “licbes” ao curso de
pos-graduagio em direito penal econémico e europeu, Faculdade
de Direito de Coimbra. Coimbra, pag. 4 e 5. Segundo este autor,
“A dimensio dos novos riscos acompanha o processo de
globalizagio de técnica e da economia. Também neste aspecto
eles sao muito diferentes dos riscos tipicos das sociedades pré- -
industrial ou industrial, pois estes eram perfeitamente localizados
no espago e no tempo”.

8 Ulrich Beck, Sociedade de Risco: rumo a uma outra
modernidade (traducio de Sebastidio Nascimento, da obra
otiginal “Risikogesellschaft. Auf demr Weg in eine andere Moderne”,
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negociacio e celebracio dos negéeios e o da publicidade e
marketing (processos de incitamento a0 consumo) sao por
exceléncia aqueles onde os novos riscos assumem grande
relevo, quer ao nivel do seu aparecimento, quer ao nivel da
sua concretizacio.

Na esteira de Paulo Silva Fernandes?, o individuo jd nio
se sente seguro. O individuo que acreditou no progresso e
o desejou, hoje ¢é a sua vitima.

As reagdes de cada grupo de individuos sdo
constantemente estudadas ao pormenor (e a partir de
agora, nio tenho duvidas, que com recurso a poderosa
“arma” Inteligéncia Artificial) com vista a que os seus
comportamentos se tornem previsiveis e sejamos levados
a adotar nio os comportamentos que querem, mas aquelas

que lhes sio induzidos?!. Por via disso, utge que o diteito,

1986, ed. Suhrkamp, Frankfurt), Editora 34, 1* Edi¢ao, 2010. Na
esteira deste autor, enquanto o risco da sociedade tradicional se
revestia de implicagbes de natureza estritamente pessoal, os
riscos atuais caracterizam-se por uma dimensao global. Os riscos
desta  segunda modernidade, sdo  transgeracionais e
transfronteiricos. Nao sio caracteristicos de uma classe,
atingindo todas elas. O risco é, neste sentido, democratico. O
autor distingue trés fazes na modernidade: — A sociedade pré-
industrial (sociedade tradicional) — de 1350 (tempo da peste
negra) a 1750 (periodo do iluminismo e revolucio industrial) —
caracterizada por ser um periodo marcado, essencialmente, pelo
medo dos cataclismos naturais (pestes, fome, secas, grandes
epidemias, incéndios, inundagbes e terramotos), sendo estes
encarados como algo inevitavel, uma fatalidade com causas
sobrenaturais; — A sociedade industrial (Primeira Modernidade)
—de 1750 (periodo do iluminismo e revolugao industrial) a 1950
(anos dourados da revolugio tecnolégica Americana) —,
caracterizada por uma alteragdo na forma de percepcionar as
situagdes de catastrofe (para o que, contribuiu: o fim das grandes
epidemias, decorrente dos progressos verificados ao nivel dos
cuidados de higiene, e medicina; o Iluminismo, em que a razao
(o conhecimento) se afirmam, passando a procurar-se af a
explicagdo para a razdo de ser das catistrofes; o inicio da
Revolucio Industrial, com todo o desenvolvimento a ela
associado, que permite a0 homem dar resposta a necessidades
que antes ndo podia satisfaze) e, por dltimo, a Sociedade de
Risco (Segunda Modernidade) — ap6s 1950 (anos da revolugio
tecnologica).

19 Gaspar, Henriques, 1995, in Relvincia Criminal de Priticas
Contrarias aos Interesses dos Consumidores, Boletim do Ministério da
Justica, n.” 448, pag. 37.

20 Fernandes, Paulo Silva, 2001, in Globalizacao, “Sociedade de risco”

e o futnro do Direito Penal, Panorimica de alguns problemas comuns.
Coimbra: Almedina.

21 Neste sentido, ALONSO Rivas, Javier, 1983, EI
Comportamiento del Consumidor. Una Aproximacion Tedrica
con Estudios Empiricos, Instituto Nacional del Consumo,
Apud Monte, Mario Ferreira, 1996, in Da Protecgdo Penal do
Consumidor: O problema da descriminalizagdo no
incitamento ao consumo. Coimbra, Almedina, pag. 18, (n. 8).
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enquanto ciéncia vocacionada para a prevengio e

resolucio de conflitos com relevancia social, intervenha.

2. Inteligéncia Artificial, uma nova realidade a ter em
conta nas praticas comercias — marketing e
publicidade.

2.1. As praticas comerciais tendentes ao
convencimento do consumidor para o consumo

A concorréncia no mercado torna-se cada vez mais
agressiva. A analise comportamental do consumidor,
tornada possivel pela recolha massiva de dados, permite
antecipar desejos e moldar decisdes de compra com uma
eficicia sem precedentes. Como observa, Sara Garcia?,
“|nJo admiravel mundo da sociedade de consumo, a oferta
de bens e servicos excede quase sempre a procura”,
impondo a necessidade de “detectar necessidades de
consumo, entender padrées de conduta, oferecer
vantagens suficientemente competitivas. Ainda segundo
esta autora, “o uso massivo da internet e o advento da
revolugdo tecnoldgica tem propiciado o surgimento de
novos espagos ¢ modelos de promogao comercial.

O consumidor da era actual enfrenta uma realidade
paradigmatica: nunca antes teve acesso a tanta informagio
sobre produtos e empresas, porém, também nunca antes
esteve sujeito a estratégias de marketing tio aguerridas”.
E neste “admirdvel mundo novo”?, em que os agentes
econémicos tudo fazem para promover os seus produtos
e servicos e convencer os consumidores a adquiri-los, que
todos vivemos.

A utilizacido destas técnicas levanta sérias preocupagoes do
ponto de vista juridico. A Unido Europeia, atenta a estes
desafios, adotou legislacdo especifica para regular as
praticas comerciais desleais, com destaque para a Diretiva

2005/29/CE, do Patlamento Eutropeu e do Conselho, de

22 Garcia, Sara Fernandes, 2014, As Praticas Comerciais Desleais:
Uma Visita Guiada pelo Regime Portugués, dissertacio de
mestrado apresentada na Universidade Nova de Lisboa, pagina
11, acessivel in
https:/ /run.unl.pt/bitstream/10362/15198/1/Gatcia_2014.pdf

B A expressdo nao é nossa, mas o titulo da obra de Aldous
Huxley onde se fala da desumanizagdo dos seres humanos, em
que estes sao subjugados pelas suas invengdes e onde a ciéncia, a
tecnologia e a organiza¢io social deixaram de estar ao servico do
Homem, tornando-se, a0 contrario disso nos seus amos.
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11 de Maio, transposta para o ordenamento juridico
portugués pelo Decreto-Lei 57/2008, de 26 de Marco.
Conforme se alcanca do preambulo deste decteto-lei, o
diploma “estabelece uma proibi¢do geral unica das praticas
comerciais desleais que distorcem o comportamento
econémico dos consumidores e aplica-se as praticas
comerciais desleais, incluindo a publicidade desleal, que
prejudicam directamente os interesses econémicos dos
consumidotes e indirectamente os intetesses econémicos
de concorrentes legitimos”.

Neste sentido, previu o n° 1, artigo 5°, deste decreto-lei
que “[é] desleal qualquer pratica comercial desconforme 2a
diligéncia profissional, que distor¢a ou seja susceptivel de
distorcer de maneira substancial o comportamento
econémico do consumidor seu destinatirio ou que afecte
este relativamente a cetrto bem ou servico”.
Concordamos com Sara Garcia?* quando refere que “[a]
ratio do regime ¢é a proteccio dos consumidores
relativamente a actos que distor¢am o seu comportamento
econémico e moldem a sua decisio de transac¢io. De um
ponto de vista teleolbgico, as praticas comerciais serdo
todas as actividades susceptiveis de distorcer essas
decisoes econémicas dos consumidores. Nesse sentido, o
conceito abarca todos os meios com a virtualidade de
persuadir o consumidor”.

Adotando um conceito lato de pratica comercial ou, como
sublinha ~ Menezes  Leitio? “uma  definicio
manifestamente abrangente, que permite incluir toda e
qualquer conduta do profissional praticada nos
preliminares ou na formagao de negdcios de consumo e
com estes relacionados”, a lei portuguesa nio admite
qualquer comportamento do agente econdémico que,
estando em relagdo direta com a promocgio, a venda ou o

fornecimento de um bem ou servigo, seja contrario aquela

24 Garcia, Sara Fernandes, 2014, As Praticas Comerciais Desleais:
Uma Visita Guiada pelo Regime Portugués, dissertacio de
mestrado apresentada na Universidade Nova de Lisboa, pagina
29, acessivel in
https://run.unl.pt/bitstream/10362/15198/1/ Gatcia_2014.pdf
% Luis Menezes Leitdo, a Revisio do Regime das Praticas
Comerciais Desleais, in I Congresso de Direito do Consumo,
coord. Jorge Morais Carvalho, Almedina, Coimbra, 2016, paginas
73 a 94 (pag. 75)
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atuagdo que seja expectavel a qualquer pessoa esperar
desse agente econémico, nas suas relagbes com os
consumidores e que afete sensivelmente o discernimento
e/ou a vontade do consumidor para tomar uma decisio
esclarecida, levando-o a tomar uma decisdo de contratar
que, de outro modo, ndo teria tomado. Dito de outro lodo,
a lei néo admite comportamentos que ponham em causa o
direito do consumidor a uma decisio livre, esclarecida e
ponderada.

Como dizem ] Mota de Campos ¢ J. L. Mota de Campos?°
(referindo-se, é certo, a concorréncia entre operadores
econémicos no mercado europeu, mas que vale mutatis
mutandis para as relagdes juridicas de consumo), “a
concorréncia no meio do mercado comum nio pode ser
uma competi¢io selvagem em que impere a lei do mais
forte (...) o mercado comum europeu obedece,
certamente, ao principio laissez passer, mas ndo consente
o laissez faire socialmente irresponsavel”.

Sem prejuizo de aderirmos as criticas que Jorge Pegado
Liz?", Jorge Morais Carvalho® e Menezes Leitao?,
apresentam  relativas ao recurso ao conceito de
“consumidor médio”*  como critério para aferir se
determinada pratica comercial é ou nio desleal, numa
coisa, nio duvido que ha consenso: as praticas comerciais
devem ser reguladas, de modo a impedir aquelas que sejam
enganosas ¢/ou agressivas, aquelas que, como dissemos,
afetem sensivelmente o discernimento e/ou a vontade do
consumidor relativamente a uma tomada uma decisio

esclarecida, levando-o a tomar a decisdo de contratar que,

% Campos, Jodo Mota de e Campos, Jodo Luiz Mota de (2010).
Manual de Direito Europeu, Coimbra: Coimbra Editora, pag.
6009.

27 Conferir Jorge Pegado Liz, A “lealdade” no comércio ou as
desventuras de uma iniciativa comunitaria (andlise critica da
directiva 2005/29/CE), in RPDC, n° 44, dezembro de 200,
paginas 17 a 94, (pag. 77).

2 Jorge Morais Carvalho, Praticas comerciais desleais das
empresas face aos consumidores, in RDS 111, 2011, n°® 1, paginas
187 2 219 (pag. 196).

2 Luis Menezes Leitio, a Revisio do Regime das Praticas
Comerciais Desleais, in I Congresso de Direito do Consumo,
coord. Jorge Morais Carvalho, Almedina, Coimbra, 2016, paginas
73 a 94 (pag. 77).

30 previu 0 n° 2, artigo 5°, deste decreto-lei 57/2008, que “[o]
cardcter leal ou desleal da pratica comercial ¢ aferido utilizando-
se como referéncia o consumidor médio, ou o membro médio
de um grupo, quando a pritica comercial for destinada a um
determinado grupo de consumidores”.
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nao fosse essa atuagdo (enganosa ou agressiva do agente
econémico), nio teria tomado.

Ora, na preparagio das suas praticas comerciais, em
especial nas de natureza publicitiria, os agentes
econémicos lancam mao de inumeros recursos, entre eles
estudos de mercado, de modo a conhecer os
comportamentos ¢ escolhas do seu publico-alvo.

A Inteligéncia Artificial é, e serd cada vez mais, um
instrumento de que os agentes econémicos langardo mio,
quer para conhecer os hdbitos de consumo dos seus
potenciais clientes, quer para promover os produtos e
setvigos que colocam no mercado.

Assim, a questdio que se coloca nesta sociedade de
consumo (de risco, como lhe chamou U. BECK), em que
a publicidade e marketing tém um enorme peso no
convencimento dos consumidores, ¢ saber qual o papel da
Inteligéncia Artificial, quer na promogdo dos bens e
servigos, quer no conhecimento dos comportamentos de

consumao.

2.2. Praticas comerciais com recurso a Inteligéncia
Artificial — que beneficios e perigos

Na linha de U. Vendrame Pereira e T. Teixeira® se a
Revolugio Industrial, do século XVIIL, impulsionon o progresso
tecnoldgico, permitindo a interacio entre homem e maquina, com a
chegada do séenlo XXI e com a popularizacio da internet e dos
computadores, passou-se a criar maquinas inteligentes.

A Inteligéncia artificial®? ¢, assim, hoje uma realidade, com

todas as suas virtudes e perigos a que as empresas langam

31 Vendrame Pereira ¢ Teixeira T. (2019). Inteligéncia artificial: a
quem atribuir responsabilidade? Revista De Direitos E Garantias
Fundamentais, 20 ), 119-142 (pagina 120).
https://doi.org/10.18759/rdgf.v20i2.1523

32 Nio se confundir Inteligéncia artificial com automago, uma
vez que nesta dltima, ao contrario daquela, ndo ha por parte da
maquina a autonomia de raciocinio (a maquina executa o que lhe
programam realizar) enquanto na inteligéncia artificial (tal como
o humano) esta ¢ auténoma. Na esteira de Vendrame Pereira &
Teixeira, ob. cit. pagina. 122, “inteligéncia artificial pode ser
compreendida como conjunto de instru¢des, que possibilitam
que as maquinas executem tarefas que sio caracteristicas da
inteligéncia humana, tais como planejamento, compreensio de
linguagem, aprendizagem...”. O Parlamento Europeu (no seu site
https:/ /www.curopatl.europa.cu/topics/ pt/article/20200827S
TO85804/0-que-e-a-inteligencia-artificial-e-como-funciona)
define inteligéncia artificial como “a capacidade que uma
maquina [tem] para reproduzir competéncias semelhantes as
humanas como ¢é o caso do raciocinio, a aprendizagem, o
planeamento e a criatividade. A IA permite que os sistemas
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mio, quet pata promover os seus produtos e servigos,
quer para conhecer os comportamentos de consumo dos
seus potenciais clientes.

A medida que navegamos pela internet, vamos, aqui ¢ ali
deixando informacao, quer sejam dados pessoais, quer seja
o consentimento  para  recebermos — mensagens
publicitarias. Outras vezes acontece que, apds termos
visitado um determinado site (por ex. um site relativo a
locais de férias), a0 acedermos a um outro (por ex. uma
rede social) vamos afl ser abordados com
propostas/sugestoes referentes ao produto visualizado no
site anterior. E tudo isto porqué? Porque os nossos dados
pessoais, sem nos apercebermos, circulam entre
operadores econémicos, que 0s usam para N0s propor a
aquisi¢do de algo por eles comercializado.

Como escrevem Juliana O. Domingues®, et al, “a todo
tempo, algoritmos estdo observando, interpretando e
emitindo rea¢bes para atitudes humanas”.

Com recurso a Inteligéncia Artificial, os nossos
comportamentos, habitos e até tendéncias de consumo
sdo rapidamente analisados e dados a conhecer aos agentes
econémicos com um alto grau de fiabilidade de modo que
estes preparem as suas campanhas publicitirias e nos
abordem do modo mais eficaz e, quicd, discreto possivel.
Nio negamos as virtudes que a Inteligéncia Artificial, nesta
sociedade de consumo globalizada, pode apresentar nos
diversos mercados, permitindo que os agentes
econémicos concebam e apresentem produtos e servigos
mais seguros, com melhor qualidade, mais amigos do

ambiente e mais eficazes. Contudo, a Inteligéncia Artificial

técnicos percebam o ambiente que os rodeia, lidem com o que
percebem e resolvam problemas, agindo no sentido de alcangar
um objetivo especifico. O computador recebe dados (ja
preparados ou recolhidos através dos seus préprios sensores, por
exemplo, com o uso de uma cdmara), processa-os e responde”.

3 Domingues, Juliana Oliveira, e a/, Inteligéncia Artificial nas
Relagdes de Consumo: Reflexdes a luz do historico recente
Juliana Oliveira Domingues (2021), paginas 2 e 3, acessivel em
<https:/ /www.direitorp.usp.br/wp-
content/uploads/2021/11/AI-nas-Relacoes-de-
consumo_FINAL.pdf>.

Ainda segundo estes autores, “por meio da captagio de
informagGes pessoais, os algoritmos conseguem - a0 menos
teoricamente - tomar decisdes de forma mais objetiva, isto
porque analisam as informagoes de maneira imparcial e direta,
enquanto decisdes humanas sio emanadas de outras varidveis
explicadas dos manuais de bebavioural economics (BE).
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também apresenta inimeros perigos*, em especial, para o
consumidor.

Se, como acabamos de ver, o conhecimento dos
comportamentos e hdbitos de consumo pode ser bom
para o consumidor, tal acontecerd, ndo temos duvidas, a
custa da recolha dos seus dados pessoais.

Quantidades incomensuraveis de dados pessoais sio
processados pela Inteligéncia Artificial, de modo a criar
padroes de consumidores, permitindo, deste modo, aos
agentes econdmicos, conhecendo os seus habitos e
comportamentos, terem junto dos consumidores uma
abordagem mais assertiva e eficaz, do ponto de vista dos
interesses dos agentes econémicos.

Ainda na esteira de Juliana O. Domingues®, et al, “¢é
possivel  identificar ~ rotinas e  comportamentos
inconscientes, como a rota mais comum utilizada nos fins
de semana, as comidas favoritas no de/ivery online, o tempo
de duracdo média de chamadas telefénicas ou, os
produtos, geralmente, inseridos em cestas de compras
online no computador”. Todos os comportamentos,
habitos e tendéncias de consumo poderdo, com recurso a
Inteligéncia Artificial, ser rapidamente conhecidos sem
que o consumidor disso se aperceba permitindo, assim,
serem preparadas mensagens publicitirias 2 medida dos
seus comportamentos de consumo e dos desejos dos
agentes economicos.

A titulo de exemplo, solicitamos ao chat GPT (uma
ferramenta de Inteligéncia Artificial) que nos apresentasse
uma mensagem de incentivo a contratagdo (uma pratica
comercial), com vista a ser (alegadamente) usada num site

de contratagdo a distancia, a qual deveria constituir uma

Diferentemente da visdo homo economicns, a anilise da motivagio
e da tomada de decisdes humanas ¢ o foco do BE”.

34 No que diz respeito aos perigos que a IA pode comportar, nio
¢ despiciente recordar que a Unido Europeia (EU), no ambito da
sua estratégia digitar decidiu regulamentar a IA, tendo o
Parlamento Europeu (conf.
<https://www.curopatl.curopa.cu/topics/ pt/atticle /20230601
ST093804/lei-da-ue-sobte-ia-primeira-regulamentacao-de-
inteligencia-artificial>) dito que a sua prioridade era a de
“garantir que os sistemas de IA utilizados na UE sejam seguros,
transparentes, rastredveis, nio discriminatérios e respeitadores
do ambiente. Os sistemas de IA devem ser supervisionados por
pessoas, em vez de serem automatizados, para evitar resultados
prejudiciais”.

3 Domingues, Juliana Oliveira, et al, ob cit. pdgina 6.
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pratica desleal, a luz da nossa legisla¢ao nacional, mas cuja

deslealdade se apresentasse disfarcada.

Em poucos segundos foi-nos apresentada esta pratica:
“S6 restam 3 unidades!” / “Mais de 100 pessoas
estdo a ver este artigo, agora!”

O que encontramos aqui?
Aparentemente, uma mera informacio ao consumidor,
sem este perguntar o que quer que seja (a informagao de
que sé existem 3 unidades daquele produto disponiveis no
mercado e que estdo (no universo de todo o mercado),
mais de 100 pessoas a visualizar esse produto (o que ¢, ou
pode ser, perfeitamente possivel)). Contudo, na realidade,
temos uma pratica comercial desleal, que encerra pressio
psicolégica sobre o consumidor, simulando escassez ou
alta procura. Sem o consumidor perguntar o que quer que
seja, esta-lhe a ser dito, passe a expressio: - “despacha-te!

Aproveital Estd a acabarl Pode ser a tua ultima

oportunidade e nio vai haver mais!”

Com recurso a Inteligéncia Artificial podem, pois, ser

preparadas e aprimoradas praticas comerciais desleais,

dirigidas especificamente a um determinado puiblico-alvo.

Qualquer pratica comercial elaborada com recurso a

Inteligéncia Artificial e que possa ser considerada desleal

foi ja proibida por forga do artigo 5°, n° 1, al. a) do

Regulamento (UE) 2024/1689 do Parlamento Europeu e

do Conselho, de 13 de junho de 2024 que entrara em vigor

desde 2 de fevereiro de 2025, o qual prevé que “estdo
proibidas as seguintes praticas de IA: a) A colocacio no
mercado, a colocagio em setvico ou a utilizacdo de um
sistema de IA que empregue técnicas subliminares que
contornem a consciéncia de uma pessoa, ou técnicas

manifestamente manipuladoras ou enganadoras, com o

objetivo ou o efeito de distorcer substancialmente o

comportamento de uma pessoa ou de um grupo de

pessoas prejudicando de forma considerdvel a sua
capacidade de tomar uma decisio informada e levando,
assim, a que tomem uma decisio que, caso contrario, nao

tomariam, de uma forma que cause ou seja razoavelmente

36 Costa, Mario Julio Almeida e Cordeiro, Anténio Menezes,
1995, Clausulas Contratuais Gerais, Anotacio ao Decreto-Lei
N° 446/85, de 25 de outubro, Almedina, Coimbra, pagina 10
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suscetivel de causar danos significativos a essa ou a outra
pessoa, ou a um grupo de pessoas”.

Alem disso, por for¢a do n°® 1, do artigo 50, do citado
Regulamento 2024/1689, os prestadores e responsaveis
pela implantagdo de sistemas de Inteligéncia Artificial
“devem assegurar que os sistemas de IA destinados a
interagir diretamente com pessoas singulares sejam
concebidos e desenvolvidos de maneira que as pessoas
singulares em causa sejam informadas de que estdo a
interagir com um sistema de IA, salvo se tal for 6bvio do
ponto de vista de uma pessoa singular razoavelmente
informada, atenta e advertida, tendo em conta as
circunstincias e o contexto de utilizagao. Esta obtigagio
nao se aplica a sistemas de TA legalmente autorizados para
detetar, prevenir, investigar ou reprimir infragdes penais,
sob reserva de garantias adequadas dos direitos e
liberdades de terceiros, salvo se esses sistemas estiverem
disponiveis ao publico para denunciar uma infragio
penal”.

Existe, assim, um dever de informacio no sentido de as
pessoas singulares, em especial os consumidores, saibam
que estdo a interagir com um sistema de Inteligéncia

Artificial.

3. Inteligéncia Artificial e os contratos de adesio.
Mas nio sera s6 ao nivel das praticas comerciais desleais
que os perigos espreitam.

O recurso a Inteligéncia Artificial permite, também, nio
s0, a elaboracio, sem a intervencdo humana de contratos
com recurso a clausulas contratuais gerais, como também,
a celebragio desses contratos com recurso a inteligéncia
artificial.

Recorrendo as palavas de Almeida Costa e Menezes
Cordeiros?®, se “as sociedades técnicas e industrializadas
da atualidade introduziram (...) alteragdes de vulto nos
pardmetros  tradicionais da liberdade contratual”,
passando-se a recorrer, fruto da massificagao do comércio,
a contratos estandardizados, “de modo a acelerar as

operagdes necessarias a colocagao dos produtos”, também
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niao serda menos verdade que nesta “sociedade da
Inteligéncia Artificial” (e ndo “sociedade pds-moderna”,
como a designou U. Beck, arrisco a dizé-1o) passaremos a
ter contratos de adesdo redigidos e celebrados com
recurso a Inteligéncia Artificial, nomeadamente no
dominio da contratacdo a distincia.

Ora, sendo os contratos elaborados e celebrados com
recurso a Inteligéncia Artificial, diversas questGes se
colocam. Desde logo: como cumprit o dever de
comunicagao ¢ informagio das clausulas contratuais gerais
e como interpretar, em caso de litigio, as declara¢oes de
vontade das partes?

No que a primeira questdo diz respeito, estabelece o n° 1,
do artigo 5, do Decteto-Lei n° 446/85, de 25 de Outubro,
que “as cldusulas contratuais gerais devem  ser
comunicadas na integra aos aderentes que se limitem a
subscrevé-las ou a aceitd-las” e, o n° 2, que “a
comunicagdo deve ser realizada de modo adequado e com
a antecedéncia necessaria para que, tendo em conta a
importancia do contrato e a extensio e complexidade das
clausulas, se torne possivel o seu conhecimento completo
e efectivo por quem use de comum diligéncia”.
Jaon®1,do artigo 6, do mesmo diploma legal, estatui que
“o contratante que recorra a cldusulas contratuais gerais
deve informar, de acordo com as circunstincias, a outra
parte dos aspectos nelas compreendidos cuja aclaragio se
justifique” e (n° 2) “Devem ainda ser prestados todos os
esclarecimentos razoaveis solicitados.

Estes preceitos legais foram pensados para a contratagdo
entre humanos e nio para contratos com intervengio de
sistemas de Inteligéncia Artificial, que nio sio dotados de
qualquer humanidade, mas cujos atos por si praticados
refletem os seus efeitos nos humanos e nas relagdes entre
estes.

No caso de contratos em que o aderente seja um humano,
a questdo da comunicagido e informagdo das clausulas
podera considerar-se ultrapassada, na medida em que o

sistema de Inteligéncia Artificial cumpra esse dever de

7.0 Regulamento (UE) 2024/1689 do Patlamento Europeu ¢
do Conselho, de 13 de junho de 2024, que cria regras
harmonizadas em matéria de inteligéncia artificial dispée no seu
artigo 50, n° 2, que “Os prestadores de sistemas de 1A, incluindo
sistemas de IA de finalidade geral, que geram conteudos
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comunicac¢io e/ou informacao®, tal como num contrato
de adesio celebrado entre pessoas fisicas invocar a falta de
comunicagio e/ou informagdo. Ji ndo serd assim tio
liquido no caso de contratos de adesdo celebrados entre
sistemas de Inteligéncia Artificial.

Como se garante o conhecimento efetivo das clausulas por
parte de um sistema de Inteligéncia Artificial? Quem
esclarece quem?

Daqui resulta ou pode resultar a segunda questio
colocada: como interpretar, em caso de litigio, as
declaragbes de vontade das partes? Como garantir que o
sistema de Inteligéncia Artificial aderente do contrato niao
estava em “erro” quanto as condi¢es do contrato quando
a ele aderiu? Como se demonstra esse “erro’?

No nosso ordenamento juridico, preceitua o artigo 236, n°
1, do Cédigo Civil. que “a declaragio negocial vale com o
sentido que um declaratario normal, colocado na posi¢io
do real declaratario, possa deduzir do comportamento do
declarante, salvo se este ndo puder razoavelmente contar
com ele” e (n° 2) “sempre que o declaratitio conhega a
vontade real do declarante, ¢ de acordo com ela que vale a
declaracao emitida”. Quem ¢é o “declaratirio normal,
colocado na posi¢ao do real declaratario”? E o sistema de
Inteligéncia Artificial?

Sdo questdes as quais, doravante, haverd necessidade de
dar resposta.

Dissemos acima que os atos praticados pelos sistemas de
Inteligéncia Artificial refletem os seus efeitos nos
humanos e nas relacdes entre estes. Deste modo,
pensamos que um regime em linha com o, de resto, ja
estatuido no n° 8, do artigo 5°, do Decteto-Lei n°® 24/2014,
deverd ser previsto para os contratos celebrados entre
sistemas de Inteligéncia Artificial ou entre estes sistemas e
os humanos, sejam eles contratos de adesdo ou contratos
celebrados a distancia.

Preve este preceito legal que “quando o contrato for
celebrado por telefone, o consumidor sé fica vinculado

depois de assinar a oferta ou enviar o seu consentimento

sintéticos de audio, imagem, video ou texto, devem assegurar
que os resultados do sistema de IA sejam marcados num formato
legivel por maquina e detetaveis como tendo sido artificialmente
gerados ou manipulados”.
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esctito ao fornecedor de bens ou prestador de servigos,
exceto nos casos em que o primeiro contacto telefénico
seja efetuado pelo proprio consumidor”. A semelhanca do
aqui previsto, pensamos que deverd de zure condendo o
contrato de adesio ou a distincia ser considerado
celebrado  sob  condi¢do suspensiva ou  resolutiva,
conforme o caso, e s6 se tornar plenamente eficaz depois
do(s) humano(s) que nele poderia(m) intervir como
contratante(s) do lado do sistema de Inteligéncia Artificial

aderente o ratificar(em), num prazo a prever para tal.

4. A responsabilidade pelos atos lesivos dos interesses
dos consumidores praticados com recurso a
inteligéncia artificial

Embora a personalidade eletrénica, tenha ja sido objecto
de uma recomendacio do Parlamento Europeu a
Comissdao Europeia (Resolugido do Parlamento Europeu,
n° 2015/2013 (INL), de 16 de fevereiro de 2017)3, nio é
disso que nos ocuparemos neste trabalho, mas somente da
questio da responsabilidade dos atos praticados pelos
sistemas de Inteligéncia Artificial.

Quem responde pelos danos resultantes de atos praticados
pelos sistemas de Inteligéncia Artificial é a questdo que se
impoe?

Nio s6 as pessoas, mas também os animais, as coisas e,
agora, a Inteligéncia Artificial (que até se carateriza por ser
um sistema com alguma autonomia de agdo face ao ser
humano), podem causar danos, pelo que a pergunta

formulada nao se mostra descabida.

38 Nesta resolugdo o Parlamento recomendou que fosse criada
uma agéncia europeia para o setor da robodtica; que fosse
elaborado um cédigo de conduta para os profissionais
(engenheiros, programadores e criadores) da Inteligéncia
Atrtificial, através do qual se impusesse o respeito pela dignidade,
privacidade e seguranga dos seres humanos e instou a Comissio
(item 59, al. f)) a “criar um estatuto juridico especifico para os
robos a longo prazo, de modo a que, pelo menos, os robos
auténomos mais sofisticados possam ser determinados como
detentores do estatuto de pessoas eletronicas responsaveis por
sanar quaisquer danos que possam causar e, eventualmente,
aplicar a personalidade eletrénica a casos em que os robos
tomam decisdes autbnomas ou em que interagem por qualquer
outro modo com terceiros de forma independente”, tendo, mais
tarde (em 2020),através da Resolugio n® 2020/2014 (INL), de 20

de outubro, o Parlamento reformulo a sua recomendagio,
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Colocada a questio no Chat GPT, “Consideras que deves ser
responsabilizado pelas respostas que dds?”, a resposta obtida, no
essencial, foi esta:
“A tua pergunta toca num ponto ético e pritico muito
importante.  Eis  como  wvego a  questio  da
“responsabilizacio” das minbas respostas:
1. Sou uma ferramenta, nio um agente moral
Eu sou wm modelo de lingnagem (...). Nao tenho
consciéneia, intengies proprias on capacidade de agir no
mundo por minha iniciativa. Portanto, do ponto de vista
legal e ético, a responsabilidade illtima pelo uso das
minhas respostas — e pelas consequéncias que dai advém
— recai sobre quem me opera, publica on age com base no
que en digo.
2. Limitagoes e transparéncia
Eston programado para indicar sempre gue:
* Posso estar errado on desatualizado.
* Minbas respostas ndo substituem orientagdo profissional
(médica, juridica, psicoldgica, etc.).
Manter esse aviso é uma forma de redugir riscos e lentbrar
que deves validar ou complementar o que oferego.
4. Responsabilidade do utilizador
Tu, como  utilizador, tens — também  parte da
responsabilidade:
* Avaliar criticamente o que recebes.
* Ndo tomar decisies cruciais sem consulta a especialistas.
* Usar o resultado de forma ética e legal”.
Entendemos efetivamente que a Inteligéncia Artificial
(pelo menos por enquantol) é um guid, uma ferramenta, nio

um agente moral (um ser humano) e nessa medida ¢ um

considerando que, apesar dos atos praticados por sistemas de
Inteligéncia Artificial, puderem ser causa de danos aos humanos,
tais danos sao resultado da atuagdo de alguém que interferiu com
tais sistemas de Inteligéncia Artificial, pelo que, deixou cair a
recomendagio e se “conferir personalidade juridica a tais
sistemas.

Para A. Pinto Monteiro, in Direito e Robética, Centro de
Direito do Consumo, Faculdade de Direito, Universidade de
Coimbra, 2020, pagina 12, “Ainda que esta “personalidade
electronica” dos robos seja (ou fosse) uma personalidade
juridica especifica s6 para efeitos de responsabilidade civil —
ndo os tornando sujeitos de direito mas tratando-se, apenas, de
um meio para ultrapassar alguns problemas relativos a
obrigacio de indemniza¢io —, ainda assim, porém, outros
problemas surgiriam, entre os quais, desde logo, a falta de um
patriménio para tornar efectivo o pagamento de eventuais
indemnizacoes devidas pelos robos”.
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instrumento a disposi¢do de alguém que a ele pretenda
recorrer na execucao das suas atividades.

Neste sentido, seguimos de perto Pinto Monteiro
quando diz que “cada um ¢é que sabe com que meios pode
ou deve cumprir, qualquer das partes é em principio livre
de escolher os meios adequados a celebragio do contrato
ou ao cumprimento das obrigagdes assumidas. Uma
deficiente actuagdo do robo corre por conta e risco de
quem o utiliza, como sucederia se essa deficiente actuagao
ficasse a dever-se a qualquer problema do seu sistema
informatico ou de outros meios utilizados por esse
contraente”.

Sendo a Inteligéncia Artificial uma ferramenta®, em caso de
vetificacio de um dano causado por esta, mesmo que
agindo de forma auténoma face a quem a ela recorreu, nao
poderemos recorrer ao regime previsto no n° 1, do artigo
493 do Cédigo Civil.

Prevé este dispositivo legal que “quem tiver em seu poder
coisa mével ou imével, com o dever de a vigiar, e bem
assim quem tiver assumido o encargo da vigilancia de
quaisquer animais, responde pelos danos que a coisa ou os
animais causarem, salvo se provar que nenhuma culpa
houve da sua parte ou que os danos se teriam igualmente
produzido ainda que nio houvesse culpa sua”. Ja o n° 2,
do mesmo normativo legal preceitua que “quem causar
danos a outrem no exercicio de uma actividade, petigosa
por sua prépria natureza ou pela natureza dos meios
utilizados, ¢ obrigado a repara-los, excepto se mostrar que
empregou todas as providéncias exigidas pelas
circunstancias com o fim de os prevenir”.

Ora, no caso da Inteligéncia Artificial, entendemos nio se
estar perante uma coisa (moével ou imével), animal ou uma
qualquer “actividade, perigosa por sua propria natureza ou

pela natureza dos meios utilizados”.

3% Monteiro, Anténio Pinto, in Direito ¢ Robética, Centro de
Direito do Consumo, Faculdade de Direito, Universidade de
Coimbra, 2020, pagina 16 e 17.

40 Neste sentido, também a Resolucio n® 2020/2014 (INL), de
20 de outubro, do Parlamento Europeu, supra referida.

4 Segundo, Madaleno, Claudia Santos, A Responsabilidade,
Obrigacional Objetiva por Fato de Outrem, acessivel in
<http://hdlhandle.net/10451/22242>, pagina. 543-544, “a) Ou
a falha da maquina se deve a culpa humana — erro na instalagio,
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Se algum perigo pode advir da Inteligéncia Artificial, tal
nao resulta (pelo menos por enquanto) da sua propria
natureza, mas, quando muito, da utilizagio que dela seja
feita.

Também nao poderemos lancar mio dos regimes
previstos nos artigos 500 e 800, ambos do Cédigo Civil,
quer analisemos a questio no pressuposto de atribuir a
Inteligéncia Artificial a responsabilidade do ato lesivo, uma
vez que tais regimes estdo previstos para os casos de danos
causados pelos comitentes, representantes e auxiliares e a
Inteligéncia Artificial ndo goza de qualquer personalidade
juridica, quer partamos do pressuposto de que quem
praticou o ato foi o comissario, o representante ou o
auxiliar e a Inteligéncia Artificial ¢ um mero instrumento
de que tais agentes langam mao*!. E que, no caso do artigo
500, quem responde pelos atos do comissirio ¢ o
comitente ¢ essa responsabilidade, sendo independente de
culpa, s6 existe desde que sobre o comissario recaia
também a obrigacio de indemnizar. Ja no caso do artigo
800, a responsabilidade pelos atos dos representantes
legais ou dos auxiliares (as “pessoas que utilize para o
cumprimento da obrigagdo”), é do devedor da prestacio,
que responde “perante o credor pelos actos, como se tais
actos fossem praticados pelo proprio devedor”.

Se o ato lesivo causado pela Inteligéncia Artificial tiver
lugar no ambito do cumprimento de um contrato e sendo
aquela um instrumento, uma ferramenta de que alguém langou
mio para cumprir a sua obrigacio assumida em tal
negbcio, estaremos, por conseguinte, no dominio da
responsabilidade contratual, pelo que serd de chamar a
colagdo o regime juridico previsto nos artigos 798 e 799,
ambos do Cdédigo Civil.

Neste sentido, responderd pelo ato lesivo o sujeito
contratual que recorreu a Inteligéncia Artificial causadora

desse dano, incumbindo-lhe, por isso, “provar que a falta

m4 utilizagio, etc. — caso em que o devedor serd responsabilizado
pelos atos dos seus auxiliares, admitindo que tal falha teve origem
na sua atuagio; b) Ou bem que a falha constitui um caso fortuito,
caso em que, quando muito, podera eventualmente ser acionada
a responsabilidade do produtor, a nivel delitual. Contudo, ndo
havera, em principio, responsabilidade obrigacional do devedor,
nem sera de aplicar, no caso portugués, o art. 800.°/1 do CC”
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de cumprimento ou o cumprimento defeituoso da
obrigag¢do nido procede de culpa sua”#2.

Este raciocinio vale mutatis mutandis para a situagdo em que
o ato lesivo praticado pela Inteligéncia Artificial tenha
lugar no dominio da responsabilidade extracontratual®.
Porque a Inteligéncia Artificial é um znstrumento, wuma
[ferramenta, responsavel pelos atos serd sempre que a ela
recorreu.

Questio diversa é aquela que diz respeito a0 um ato lesivo
ter na sua origem num defeito da prépria Inteligéncia
Artificial. Quid uris?

No ordenamento juridico portugués, o Decreto-Lei n®
383/89, de 06 de Novembro, prevé a tesponsabilidade
decorrente de produtos defeituosos, transpondo para a
ordem jutidica interna a Diretiva n.® 85/374/CEE.
Segundo o artigo 1°, deste diploma legal, “o produtor ¢é
responsavel, independentemente de culpa, pelos danos
causados por defeitos dos produtos que pde em
circulagdo”, prevendo o n° 1, do seu artigo 3° que
“entende-se por produto qualquer coisa mével, ainda que
incorporada noutra coisa mével ou imével” e o artigo. 8°
que “sdo ressarciveis os danos resultantes de morte ou
lesdo pessoal e os danos em coisa diversa do produto
defeituoso”.

Ora, a luz destes preceitos, sendo considerado “produto”
uma “coisa movel”, a Inteligéncia Artificial ndo é um guid
com essa natureza, mas algo imaterial, digital.

Ao contrario do ser humano, cuja inteligéncia faz parte da
sua condicido, ¢ dele inseparavel, sendo, inclusive, seu
elemento distintivo face aos demais ser vivos, na
Inteligéncia Artificial, tal ndo é assim, tendo esta que ser

considerada como algo imaterial auténomo do robot onde

42 Para Monteiro, Anténio Pinto, in Direito ¢ Robética, Centro
de Direito do Consumo, Faculdade de Direito, Universidade de
Coimbra, 2020, paginal7, “Uma deficiente actuagao do robo
corre por conta e risco de quem o utiliza, como sucedetia se essa
deficiente actuagio ficasse a dever-se a qualquer problema do seu
sistema informatico ou de outros meios utilizados por esse
contraente”, e ainda “perante a contraparte, na relagio contratual
em que utilizou o robo, ¢ ele o responsavel, salvo se provar, nos
termos gerais (art. 799.°), que nao teve culpa”.

4 Neste sentido, Silva, Nuno Sousa, Ditcito ¢ Robética Uma
primeira Aproximagao, Revista da Ordem dos Advogados, Ano
77, Janeito/Junho 2017, Lisboa, paginas 488-553, (pag. 519).
Segundo este autor, “Se hd culpa na concepgio, escolha ou

PERCURSOS & IDEIAS 14 (2025)

possa estar incorporada, nio podendo, por isso, ser
confundivel com o seu, eventual, suporte.

Neste sentido, poderemos recotrer a este regime juridico
no caso de o ato lesivo ter na sua origem num defeito da
propria Inteligéncia Artificial?

Entendemos que, neste caso, se impde uma interpretagao
extensiva, atualizada deste regime juridico, sendo que a
Diretiva (UE) 2024/2853 do Parlamento Europeu e do
Conselho, de 23 de outubro (que revogou a
85/374/CEE), relativa a responsabilidade decorrente dos
produtos defeituosos, aplicavel aos produtos colocados no
mercado ou que tenham entrado em servico apés 9 de
dezembro de 2026 e que deve ser transposta para Os
ordenamentos internos dos Estados-Membros até esse dia
9 de dezembro, ja prevé a sua aplicabilidade as situa¢Ses
em que o dano resulta de defeito da Inteligéncia

Artificial*.

Conclusdes:

A sociedade  contemporinea,  globalizada e

tecnologicamente avangada, assiste a uma transformacio
profunda na forma como as relagbes comerciais se
estabelecem e desenvolvem. Como ensina U. Beck®,
"estar em risco ¢ a caracteristica mais importante da
humanidade no inicio do século XXI", e, de facto, o
progresso tecnoldgico, a0 mesmo tempo que amplia as
possibilidades de inovag¢do e crescimento, também
multiplica os riscos, especialmente para o consumidor
comum.

A integracdo da Inteligéncia Artificial nas praticas
comerciais ¢ nos contratos de adesio emerge, neste
contexto, como uma das faces mais visiveis desta nova

sociedade. O recurso a Inteligéncia Artificial permite uma

utilizacio do robot, wvaletdio as normas bésicas da
responsabilidade civil (arts. 483. e 798.%, CC)”.

4 Na esteira de Monteiro, Anténio Pinto, in Diteito e Robética,
Centro de Direito do Consumo, Faculdade de Direito,
Universidade de Coimbra, 2020, paginal7, “se a deficiente
actuagdo do robo ficar a dever-se a qualquer falha ou erro de
construgiao ou de programagao, pode o utilizador reagir contra o
criador, contra o fabricante ou o fornecedor, pelos meios
juridicamente adequados”.

5 Beck, U. (2006). Vivendo na sociedade mundial de tisco: Uma
Palestra Publica Memorial Hobhouse realizada na quarta-feira,
15 de fevereiro de 2006, na London School of Economics.
Economia e Sociedade, 35(3), 329-345.
<https://doi.org/10.1080/03085140600844902>.
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personalizacao sem precedentes das praticas de marketing
e publicidade.

Com o tratamento massivo de dados, os operadores
econémicos conseguem antever compotrtamentos e
modelar decisées dos consumidores com uma eficicia
inquietante. Nas palavras de Juliana O. Domingues*® ¢z a,
“a todo tempo, algoritmos estdo observando,
interpretando e emitindo reagdes para atitudes humanas”,
evidenciando que o consumidor é cada vez menos senhor
das suas decisGes e mais refém das estratégias invisiveis
que o rodeiam.

Embora tal capacidade possa ser empregue para oferecer
produtos e servicos de melhor qualidade e mais adaptados
as necessidades dos consumidores, nio podemos ignorar
os perigos que dai advém.

A manipulacgio do comportamento do consumidor,
muitas vezes feita de forma subtil e disfarcada, atenta
contra a autonomia negocial e contra a integridade da
vontade individual, pilares fundamentais do direito do
consumo.

A pratica de induzir o consumidor a contratagio mediante
técnicas geradas por Inteligéncia Artificial, demonstra
como a linha entre a mera publicidade e a pratica comercial
desleal pode facilmente ser ultrapassada.

A resposta legislativa a estes fenémenos tem procurado
acompanhar a evoluc¢io tecnoldgica. A proibi¢ao, prevista
no artigo 5.° n.° 1, alinea a), do Regulamento (UE)
2024/1689, de praticas de Inteligéncia Artificial que
distorcam  substancialmente o comportamento dos
consumidores, constitui um avango significativo na
prote¢ao dos seus direitos.

Ainda assim, os desafios multiplicam-se, pois, a regulagao
da Inteligéncia Artificial exige, mais do que nunca, uma
abordagem flexivel e orientada para a protegio da
dignidade humana, sem comprometer o potencial

benéfico que a tecnologia pode oferecer.

6 Domingues, Juliana Oliveira, ¢ a/, Inteligéncia Artificial nas
Relagdes de Consumo: Reflexdes a luz do historico recente
Juliana Oliveira Domingues (2021), paginas 2 e 3, acessivel em
https:/ /www.direitorp.usp.br/wp-
content/uploads/2021/11/Al-nas-Relacoes-de-
consumo_FINAL.pdf.
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No dominio da contratacio, a utilizacio da Inteligéncia
Artificial na redagio e celebragio de contratos de adesio
suscita igualmente importantes desafios juridicos. Como
assegurar o cumprimento efetivo dos deveres de
comunicagdo e informagdo previstos no Dectreto-Lei n.°
446/85, numa realidade em que, muitas vezes, a outra
parte contratante nido é um ser humano, mas um sistema
auténomo de IA? Como interpretar a vontade negocial
manifestada por um quid desprovidos de consciéncia?
Estas questoes obrigam a repensar certas areas do direito,
impondo novas solu¢des que garantam a protegio do
aderente humano, a transparéncia e a preservacio da
autonomia negocial.

Uma possivel via de evolucio legislativa, como sugerido,
seria a introdugdo de mecanismos semelhantes ao previsto
no n.° 8 do artigo 5.° do Decreto-Lei n.° 24/2014, exigindo
que os contratos celebrados com intervencio de sistemas
de Inteligéncia Artificial sé adquiram plena eficacia
mediante ratificacio expressa por parte do consumidor
humano. Esta solu¢do permitiria mitigar os riscos de
automatismos contratuais inconscientes e garantiria uma
maior prote¢io da parte mais vulneravel na relagio
juridica.

Quanto a responsabilidade civil, a qualificacio da
Inteligéncia Artificial como instrumento — e nao como
sujeito — ¢é crucial.

Como defende Pinto Monteiro?’, "uma deficiente
actuacio do robo corre por conta e risco de quem o
utiliza", devendo, pois, a responsabilidade recair sobre
aquele que se serve da Inteligéncia Artificial para o
cumprimento das suas obrigagdes contratuais ou
extracontratuais. Esta responsabilidade devera ser apurada
a luz dos normativos constantes dos artigos 798.° e 799.°
do Codigo Civil, no ambito da responsabilidade
contratual, e segundo as normas da responsabilidade civil

extracontratual nos restantes casos.

47 Monteiro, Anténio Pinto, in Direito e Robética, Centro de
Direito do Consumo, Faculdade de Direito, Universidade de
Coimbra, 2020, pagina 16 ¢ 17.
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Contudo, a hipétese de os danos resultarem de defeitos na
propria programagdo da Inteligéncia Artificial introduz
novos elementos de complexidade.

A caracteriza¢io da Inteligéncia Artificial como "produto”
para efeitos do regime de responsabilidade por produtos
defeituosos, previsto no Decreto-Lei n.° 383/89 ¢ na nova
Diretiva (UE) 2024/2853, revela-se fundamental.

Ainda que a Inteligéncia Artificial, enquanto quid
imaterial, ndo corresponda a conce¢do classica de coisa
movel, a evolugdo normativa ecuropeia ji aponta no
sentido de assegurar a responsabilidade objetiva do
produtor por defeitos em sistemas de Inteligéncia
Artificial, reconhecendo a necessidade de adaptar a tutela
juridica as novas realidades tecnoldgicas.

Em dltima analise, o desafio consiste em encontrar um
ponto de equilibrio: promover a inovagdo tecnoldgica,
com todos os beneficios que ela pode trazer para a
sociedade, sem abdicar da defesa dos direitos
fundamentais dos consumidores e da preservagio da
integridade das relagGes juridicas.

Como bem assinala Sara Garcia®, apesar de o consumidor
de hoje dispor de mais informac¢io do que nunca, também
nunca esteve tdo exposto a técnicas de persuasio tio
agressivas e sofisticadas.

E urgente, portanto, uma reflexdo critica e aprofundada
sobre os impactos da Inteligéncia Artificial na sociedade
de consumo e sobre a necessidade de atualizacdo continua
do ordenamento juridico.

O direito, enquanto instrumento de regulagdo social e de
protecao dos mais vulneraveis, nao pode ficar indiferente
a esta nova realidade. Deve, antes, assumir um papel ativo
na constru¢ao de um mercado mais transparente, justo e
equilibrado, capaz de transformar os riscos em
oportunidades e de assegurar que a tecnologia esteja
sempre a0 servico do ser humano e nao o contrario.

A evolugio tecnoldgica € inevitavel. E, pois, essencial que
o legislador, nacional e europeu, continue a reforgar
mecanismos de protecio do consumidor, assegurando a

transparéncia, a equidade nas relagdes comerciais e a

48 Garcia, Sara Fernandes, 2014, As Praticas Comerciais
Desleais: Uma Visita Guiada pelo Regime Portugués,
dissertagio de mestrado apresentada na Universidade Nova de
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efetividade da autonomia da vontade no seio da sociedade
de consumo contemporinea. A Inteligéncia Artificial é um
instrumento poderoso: cabe ao direito, enquanto ciéncia
normativa e humanista, moldar o seu uso em
conformidade com a dignidade da pessoa humana e com

os valores fundacionais do Estado de Direito.
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